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#### Abstract

Let $L$ be the Lie algebra of a simple algebraic group defined over $\mathbb{F}$ and let $H$ be a split Cartan subalgebra of $L$. Let $R=\left(X, \Phi, Y, \Phi^{\vee}\right)$ be the root datum of $L$, so that $H=Y \otimes \mathbb{F}$, and let $\langle\cdot, \cdot\rangle: \Phi \times \Phi^{\vee} \mapsto \mathbb{Z}$ be the corresponding bilinear form. This bilinear form induces a linear form on the roots of $L$ by defining $\bar{\alpha}: h \mapsto \sum_{i}\left\langle\alpha, y_{i}\right\rangle t_{i}$, where $h=\sum_{i} y_{i} \otimes t_{i}$. Given a root $\alpha$, we define the multiplicity of $\alpha$ in $L$ to be the number of $\beta \in \Phi$ such that $\bar{\alpha}=\bar{\beta}$.

For $R$ of adjoint type, Steinberg gave an overview of the cases where multiplicities greater than 1 occur. In this paper we give a complete overview of these cases, for $R$ of any isogeny type.


## 1. Introduction

Throughout this paper we let $R=\left(X, \Phi, Y, \Phi^{\vee}\right)$ be a root datum of rank $n$, so $X$ and $Y$ are dual free $\mathbb{Z}$-modules of dimension $n$ with a bilinear pairing $\langle\cdot, \cdot$,$\rangle :$ $X \times Y \rightarrow \mathbb{Z}$. We fix dual bases $e_{1}, \ldots, e_{n}$ and $f_{1}, \ldots, f_{n}$ of $X$ and $Y$, respectively. Furthermore, $\Phi$ is a finite subset of $X$ and $\Phi^{\vee}$ a finite subset of $Y$, called the roots and coroots, respectively. There is a one-to-one correspondence ${ }^{\vee}: \Phi \rightarrow \Phi^{\vee}$ such that $\left\langle\alpha, \alpha^{\vee}\right\rangle=2$ for all $\alpha \in \Phi$. See [4] for more details.

Given a root datum $R$ we consider the free $\mathbb{Z}$-module

$$
L_{\mathbb{Z}}=Y \oplus \bigoplus_{\alpha \in \Phi} \mathbb{Z} X_{\alpha}
$$

where the $X_{\alpha}$ are formal basis elements. Thus $L_{\mathbb{Z}}$ has rank $n+|\Phi|$.
We define a bilinear map $[\cdot, \cdot]: L_{\mathbb{Z}} \times L_{\mathbb{Z}} \rightarrow L_{\mathbb{Z}}$ determined by the following rules, where $N_{\alpha, \beta}$ are integral structure constants:

$$
\begin{array}{lrll}
\text { For } y, z \in Y: & {[y, z]} & =0, \\
\text { For } y \in Y, \beta \in \Phi: & {\left[y, X_{\beta}\right]} & =\langle\beta, y\rangle X_{\beta}, \\
\text { For } \alpha, \beta \in \Phi: & {\left[X_{\alpha}, X_{\beta}\right]} & = \begin{cases}N_{\alpha, \beta} X_{\alpha+\beta} & \text { if } \alpha+\beta \in \Phi, \\
\alpha^{\vee} & \text { if } \beta=-\alpha, \\
0 & \text { otherwise. }\end{cases}
\end{array}
$$

If the $N_{\alpha, \beta}$ are such that $[\cdot, \cdot]$ satisfies the Jacobi identity, then $L_{\mathbb{Z}}$ is called a Chevalley Lie algebra. A basis of $L_{\mathbb{Z}}$ consisting of a basis of $Y$ and the formal elements $X_{\alpha}$ is called a Chevalley basis of $L_{\mathbb{Z}}$.

It is a well known result (see for example [2]) that the $N_{\alpha, \beta}$ may be chosen to be $\pm(p+1)$, where $p$ is the biggest number such that $\alpha-p \beta$ is a root.

If $\mathbb{F}$ is a field, tensoring $L_{\mathbb{Z}}$ with $\mathbb{F}$ yields a Lie algebra $L_{\mathbb{F}}$ over $\mathbb{F}$. Suppose for the remainder of this section that $\mathbb{F}$ is a field of characteristic $p$.

Let $H=Y \otimes F$, fix a basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $Y$, and set $h_{i}=y_{i} \otimes 1, i=1, \ldots, n$. For $\alpha \in \Phi$, the root of $H$ on $L_{\mathbb{F}}$ is the function

$$
\bar{\alpha}: h \mapsto \sum_{i=1}^{l}\left\langle\alpha, y_{i}\right\rangle t_{i}, \quad \text { where } h=\sum_{i=1}^{l} y_{i} \otimes t_{i}
$$

and $\left\langle\alpha, y_{i}\right\rangle$ is interpreted in $\mathbb{Z}$ (if $p=0$ ) or $\mathbb{Z} / p \mathbb{Z}($ if $p \neq 0)$. Note that this implies that $\langle\alpha, h\rangle:=\bar{\alpha}(h)$ for $h \in H$ is completely determined by the values $\left\langle\alpha, y_{i}\right\rangle$, $i=1, \ldots, n$.

Given a root $\alpha$, we define the multiplicity of $\alpha$ in $L_{\mathbb{F}}$ to be the number of $\beta \in \Phi$ such that $\bar{\alpha}=\bar{\beta}$. If each root has multiplicity 1 it is easy to identify the root spaces, given $L_{\mathbb{F}}$ and $H$.

In the remainder of this paper we prove the following proposition, a generalization of a well known result by Steinberg [8].
Proposition 1. Let $L_{\mathbb{F}}$ be a Lie algebra of a simple algebraic group over a field $\mathbb{F}$ of characteristic $p$ and let $H$ be a split Cartan subalgebra of $L_{\mathbb{F}}$. Then the multiplicities of the roots of $H$ on $L_{\mathbb{F}}$ are either all 1 or indicated in Table 3.

In Section 2 we clarify the concept of root data by means of the easiest nontrivial example: The root datum of type $\mathrm{A}_{1}$. In Section 3 we give an overview of the motivation for this work: developing an algorithm to find a Chevalley bases for a given Lie algebra, and we indicate the difficulties that arise over fields of small characteristic. In Section 4 we study one of these difficulties, roots with a multiplicity greater than 1, in detail, giving a proof of Proposition 1. Finally, in Section 5 we briefly comment on the other difficulties and give an overview of the current and future research with regard to this topic.

## 2. Root data of type $\mathrm{A}_{1}$

As an introductory example, we consider root data of type $\mathrm{A}_{1}$. The Cartan matrix $C$ of these root data is the $1 \times 1$ matrix (2). There exist integral $1 \times 1$ matrices $A, B$ such that $C=A^{T} B$. Note that, for a given root datum $R$ with Cartan matrix $C$, the vectors $\left(\left\langle\alpha, y_{1}\right\rangle, \ldots,\left\langle\alpha, y_{n}\right\rangle\right)$ are precisely the rows of the matrix of roots $A$ satisfying $C=A^{T} B$ ( $B$ is the matrix of coroots). Two canonical choices for $A$ and $B$ are $A=(1), B=(2)$ (called adjoint type) and $A=(2)$, $B=(1)$ (called simply connected type).

First, consider the root datum $R^{\text {ad }}$ of type A1 of adjoint type. In this case, $X=Y=\mathbb{Z}, \Phi=\{\alpha=1,-\alpha=-1\}, \Phi^{\vee}=\left\{\alpha^{\vee}=2,-\alpha^{\vee}=-2\right\}$. This implies that the pairing $\langle\cdot, \cdot\rangle$ between $X$ and $Y$ takes values $\left\langle e_{1}, \alpha^{\vee}\right\rangle=2,\left\langle\alpha, f_{1}\right\rangle=1$, and $\left\langle\alpha, \alpha^{\vee}\right\rangle=2$. As the rank of $R^{\text {ad }}$ is 1 and the number of roots is 2, its Lie algebra $L_{\mathbb{Z}}{ }^{\text {ad }}$ has dimension 3. Fixing a basis $\{h\}$ of $Y$ gives the multiplication table of $L_{\mathbb{Z}}{ }^{\text {ad }}$ shown in Table 1.

Next, consider the root datum $R^{\text {sc }}$ of type A1 of simply connected type. $X$ and $Y$ are the same as in the previous case, but now $\Phi=\{\alpha=2,-\alpha=-2\}$ and $\Phi^{\vee}=\left\{\alpha^{\vee}=1,-\alpha^{\vee}=-1\right\}$. The pairing $\langle\cdot, \cdot\rangle$ between $X$ and $Y$ also takes different values: $\left\langle e_{1}, \alpha^{\vee}\right\rangle=1,\left\langle\alpha, f_{1}\right\rangle=2$, and $\left\langle\alpha, \alpha^{\vee}\right\rangle=2$. Fixing a basis $\{h\}$ of $Y$ now gives the multiplication table of $L_{\mathbb{Z}}{ }^{\text {sc }}$ in Table 2.

Now let $\mathbb{F}$ be any field. Tensoring $L_{\mathbb{Z}}{ }^{\text {ad }}$ and $L_{\mathbb{Z}}{ }^{\text {sc }}$ with $\mathbb{F}$ gives Lie algebras $L_{\mathbb{F}}{ }^{\text {ad }}$ and $L_{\mathbb{F}}{ }^{\text {sc }}$ over $\mathbb{F}$, respectively.


TABLE 1. $\mathrm{A}_{1}{ }^{\mathrm{ad}}$

|  | $X_{\alpha}$ | $X_{-\alpha}$ | $h$ |
| :---: | :---: | :---: | :---: |
| $X_{\alpha}$ | 0 | $-h$ | $2 X_{\alpha}$ |
| $X_{-\alpha}$ | $h$ | 0 | $-2 X_{-\alpha}$ |
| $h$ | $-2 X_{\alpha}$ | $2 X_{-\alpha}$ | 0 |

Table 2. $\mathrm{A}_{1}{ }^{\mathrm{sc}}$

If the characteristic of $\mathbb{F}$ is not 2 , we may define $\phi: L_{\mathbb{F}}{ }^{\text {ad }} \rightarrow L_{\mathbb{F}}{ }^{\text {sc }}$ by $X_{\alpha} \mapsto X_{\alpha}$, $X_{-\alpha} \mapsto X_{-\alpha}$, and $h \mapsto \frac{1}{2} h$. It is easy to verify that $\phi$ is an automorphism of Lie algebras, and therefore $L_{\mathbb{F}}$ ad and $L_{\mathbb{F}}{ }^{\text {sc }}$ are isomorphic.

If, on the other hand, the characteristic of $\mathbb{F}$ is 2 , we see that $L_{\mathbb{F}}{ }^{\text {sc }}$ has a onedimensional centre, namely $h$, whereas $L_{\mathbb{F}}{ }^{\text {ad }}$ does not. So in this case $L_{\mathbb{F}}{ }^{\text {ad }}$ and $L_{\mathbb{F}}{ }^{\text {sc }}$ are not isomorphic.

This is just one type of problem that may occur when working with Lie algebras over these small characteristics.

## 3. Finding Chevalley Bases

The motivation for this work is the wish to construct a Chevalley basis for a Lie algebra $L_{\mathbb{F}}$, given only a splitting Cartan subalgebra H. Las Vegas algorithms to find such an $H$ have been constructed by Cohen and Murray [3] and Ryba [6]. The first has been implemented in the Magma computer algebra system [1]. For now, we assume that we are also given the appropriate root datum $R$, although in the future we expect to be able to reconstruct this given only $L_{\mathbb{F}}$ and $H$. The output of such an algorithm is a basis $\left\{X_{\alpha}, h_{i} \mid \alpha \in \Phi, i \in\{1, \ldots, n\}\right\}$ of $L_{\mathbb{F}}$ satisfying (CB1)-(CB3).

For sufficiently large fields, in particular those of characteristic not 2,3 , such an algorithm has been implemented in several computer algebra systems, for example Magma and GAP [7]. For details, see for example [5].

If, however, we consider Lie algebras of simple algebraic groups over a field $\mathbb{F}$ of characteristic 2 or 3 , the current algorithms presented break down in several places.

Firstly, the eigenspaces of the Cartan subalgebra $H$ acting on $L_{\mathbb{F}}$ are no longer necessarily one dimensional. This means that we will have to take extra measures in order to identify which vectors in these eigenspaces are root elements. Secondly, we can no longer always use root chains to compute Cartan integers, which are the most important piece of information for the root identification algorithm in the general case. Thirdly, when computing the Chevalley basis elements for non-simple roots, we cannot always simply obtain $X_{\alpha+\beta}$ by $X_{\alpha+\beta}=\frac{1}{N_{\alpha, \beta}}\left[X_{\alpha}, X_{\beta}\right]$ as $N_{\alpha, \beta}$ may be a multiple of char $(\mathbb{F})$.

The first of these problems is the subject of the remainder of this paper.

## 4. Multidimensional eigenspaces

We investigated various root data with respect to the root multiplicities. This led to a generalization of [8], summarized in Table 3.

The meaning of the isogeny types marked ${ }^{\star}$ is as follows. A root datum of type $\mathrm{A}_{3}$ has three possible isogeny types: adjoint, simply connected, and one intermediate one. The latter is induced by a (any) generator $a$ of its fundamental group $\mathbb{Z} / 4$, and

| Char. | Root datum | Eigenspace dims | Char. | Root datum | Eigenspace dims |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $\mathrm{A}_{2}{ }^{\text {sc }}$ | $3^{2}$ | 2 | $\mathrm{C}_{n}{ }^{\text {ad }}(n \geq 3)$ | $2 n^{1}, 2^{n^{2}-n}$ |
| 3 | $\mathrm{G}_{2}$ | $1^{6}, 3^{2}$ | 2 | $\mathrm{C}_{n}{ }^{\text {sc }}(n \geq 3)$ | $2 n^{1}, 4^{\left(n^{2}-n\right) / 2}$ |
| 2 | $\mathrm{A}_{3}{ }^{\text {sc }}, A_{3}^{(a)^{*}}$ | $4^{3}$ | 2 | $\mathrm{D}_{4}^{(a),(b),(a+b)^{\star}}$ | $4^{6}$ |
| 2 | $\mathrm{B}_{n}{ }^{\text {ad }}(n \geq 2)$ | $2^{n}, 4^{\left(n^{2}-n\right) / 2}$ | 2 | $\mathrm{D}_{4}{ }^{\text {sc }}$ | $8^{3}$ |
| 2 | $\mathrm{B}_{2}{ }^{\text {sc }}$ | $4^{2}$ | 2 | $\mathrm{D}_{n}^{(a)^{\star}}, \mathrm{D}_{n}{ }^{\text {sc }}(n \geq 5)$ | $4^{\binom{n}{2}}$ |
| 2 | $\mathrm{B}_{3}{ }^{\text {sc }}$ | $6^{3}$ | 2 | $\mathrm{F}_{4}$ | $2^{12}, 8^{3}$ |
| 2 | $\mathrm{B}_{4}{ }^{\text {sc }}$ | $2^{4}, 8^{3}$ | 2 | $\mathrm{G}_{2}$ | $4^{3}$ |
| 2 | $\mathrm{B}_{n}{ }^{\text {sc }}(n \geq 5)$ | $2^{n}, 4^{\left(n^{2}-n\right) / 2}$ | 2 | all remaining cases | $2^{N}\left(N=\left\|\Phi^{+}\right\|\right)$ |

Table 3. Multidimensional eigenspaces
therefore referred to by $\mathrm{A}_{3}^{(a)}$. A root datum of type $\mathrm{D}_{n}$ has fundamental group of type $(\mathbb{Z} / 4 \mathbb{Z})$ if $n$ is odd, and of type $(\mathbb{Z} / 2 \mathbb{Z})^{2}$ if $n$ is even. The unique intermediate type in the odd case is denoted by $\mathrm{D}_{n}^{(a)}$, and the three possible intermediate types in the even case by $\mathrm{D}_{n}^{(a)}, \mathrm{D}_{n}^{(b)}$, and $\mathrm{D}_{n}^{(a+b)}$.

Proof of Proposition 1. We will write $\equiv$ for equality $\bmod p$. We write $\left(X, \Phi, Y, \Phi^{\vee}\right)$ for the root datum underlying $\left(L_{\mathbb{F}}, H\right)$. This means that $L_{\mathbb{F}}$ has a basis as in (CB1)(CB3), with $H=Y \otimes_{\mathbb{Z}} \mathbb{F}$.

We prove the proposition for each of the four classical series and the five exceptional cases separately. Furthermore, we distinguish the different isogeny types. Notice that, for a fixed type and two root data $R_{1}, R_{2}$ of that type, when $\mathbb{Z} \Phi_{1} \subseteq \mathbb{Z} \Phi_{2}$, the multiplicities for $L_{\mathbb{F}}\left(R_{1}\right)$ will be at least those of $L_{\mathbb{F}}\left(R_{2}\right)$. This implies that considering root data of the adjoint and simply connected isogeny types often suffices to understand the intermediate cases.

Our strategy will be to write $\bar{\alpha}$ as an integral linear combination of $\overline{\alpha_{i}}$. This can be read off from $C=A B^{T}$, since $C$ is the Cartan matrix, the rows of $A$ are the fundamental roots, and the rows of $B$ are the fundamental coroots. Moreover, if we use the standard basis for $X$ and $Y$, the pairing $\langle\cdot, \cdot\rangle$ is the standard scalar product.

In each of the cases, we try to find roots $\alpha \neq \beta$ such that $\bar{\alpha}=\bar{\beta}$. By transitivity of the Weyl group on $\Phi$, it suffices to consider only $\alpha=\alpha_{1}$ in the cases where all roots have the same length $\left(\mathrm{A}_{n}, \mathrm{D}_{n}, \mathrm{E}_{6,7,8}\right)$ and $\alpha=\alpha_{1}$ or $\alpha_{n}$ if there are multiple root lengths $\left(\mathrm{B}_{n}, \mathrm{C}_{n}, \mathrm{~F}_{4}, \mathrm{G}_{2}\right)$.

In the adjoint cases, the fundamental roots $\alpha_{1}, \ldots, \alpha_{n}$ may be taken to be the standard basis vectors $e_{1}, \ldots, e_{n}$, since then the root and coroot matrix may be taken to be $I$ and $C^{T}$, respectively. In the simply connected cases, the fundamental roots $\alpha_{1}, \ldots, \alpha_{n}$ may be taken to be the rows of the Cartan matrix $C$, since then the root and coroot matrix may be taken to be $C$ and $I$, respectively. Suppose furthermore that $\beta$ is expressed in the fundamental roots, i.e. $\beta=\sum_{i=1}^{n} c_{i} \alpha_{i}$ with either all $c_{i} \in \mathbb{N}$ or all $c_{i} \in-\mathbb{N}$.

In the current paper, we give the proofs of the cases where $R$ is of type $\mathrm{A}_{n}, \mathrm{~B}_{n}$ or $\mathrm{G}_{2}$. The other cases are proved in a very similar way.
$\mathbf{A}_{\mathbf{n}}(\mathbf{n} \geq \mathbf{1})$. The root datum of type $\mathrm{A}_{n}$ has Cartan matrix

$$
C=\left(\begin{array}{ccccc}
2 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ldots & 0 \\
\vdots & & & & \vdots \\
0 & \ldots & -1 & 2 & -1 \\
0 & \ldots & 0 & -1 & 2
\end{array}\right)
$$

and the roots are

$$
\pm\left(\alpha_{j}+\cdots+\alpha_{l}\right), \quad j \in\{1, \ldots, n\}, l \in\{j, \ldots, n\}
$$

where $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ are the simple roots, thus giving a total of $2 \cdot \frac{1}{2} n(n+1)$ roots.
For the adjoint case, suppose $\overline{\alpha_{1}}=\bar{\beta}$. Since $A=I$, we must have $c_{1} \equiv 1$ and $c_{j} \equiv 0(j=2, \ldots, n)$, which implies either $p \neq 2, c_{1}=1$, and $c_{2}=\cdots=c_{n}=0$, or $p=2, c_{1}= \pm 1$, and $c_{2}=\cdots=c_{n}=0$. This gives $\beta=-\alpha_{1}$, so $\frac{n^{2}+n}{2}$ eigenspaces of dimension 2 .

In the simply connected case the fundamental roots are equal to the rows of $C$, so that $\overline{\alpha_{1}}=\bar{\beta}$ implies $2 c_{1}-c_{2} \equiv 2,-c_{1}+2 c_{2}-c_{3} \equiv-1,-c_{j-2}+2 c_{j-1}-c_{j} \equiv 0$ for $j=4, \ldots, n$, and $-c_{n-1}-c_{n} \equiv 0$.

If $c_{1}=1$, then $c_{2} \equiv 0$, so $c_{2}=0$. Because $c_{1} \alpha_{1}+\cdots+c_{n} \alpha_{n}$ must be a root, this implies $c_{3}=\cdots=c_{n}=0$, so this only gives $\bar{\beta}=\overline{\alpha_{1}}$.

If $c_{1}=0$, then $-c_{2} \equiv 2$, so that either $p=2$ and $c_{2}=0$, or $p=3$ and $c_{2}=1$. In the first case, we find $c_{3} \equiv 1$, giving a contradiction if $n \geq 5$ (because then $c_{4} \equiv 0$ and $c_{5} \equiv 1$ ), a contradiction if $n=4$ (because then the last relation becomes $0=-c_{3}+2 c_{4}$, which is not satisfied), and the special case $n=3, p=2$ discussed below. In the second case, where $p=3$ and $c_{2}=1$, we get $-1 \equiv 2-c_{3}$, so that $c_{3} \equiv 0$, giving a contradiction if $n \geq 4$ (because then $c_{4} \equiv 1$ ), a contradiction if $n=3$ (because then the last relation becomes $0=-c_{2}+2 c_{3}$, which is not satisfied), and the special case $n=2, p=3$ discussed below.

If $c_{1}=-1$, then $-c_{2} \equiv 4$, so that either $p=2$ and $c_{2}=0$, or $p=3$ and $c_{2}=-1$. In the first case, we find $c_{3}=\cdots=c_{n}=0$, so this gives $\beta=-\alpha_{1}$. In the second case, we find that either $n=2$ (the special case below), or $c_{3}=0$, which leads to a contradiction if $n \geq 4$ (because then $c_{3}=0$ but $c_{4} \neq 0$ ), and also if $n=3$ (because then the last equation becomes $0=-c_{2}+2 c_{3}$ ).

For $n=3$ and $p=2$ we have

$$
A=C=\left(\begin{array}{ccc}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right)=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

thus giving $\overline{\alpha_{1}}=\overline{\alpha_{3}}$, and also $\overline{\alpha_{1}+\alpha_{2}}=\overline{\alpha_{2}+\alpha_{3}}$ and $\overline{\alpha_{2}}=\overline{\alpha_{1}+\alpha_{2}+\alpha_{3}}$, accounting for not 6 eigenspaces of dimension 2 (as expected for $p=2$ ) but rather 3 eigenspaces of dimension 4 .

For $n=2$ and $p=3$ we have

$$
A=C=\left(\begin{array}{cc}
2 & -1 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{ll}
-1 & -1 \\
-1 & -1
\end{array}\right)
$$

which means $\overline{\alpha_{1}}=\overline{\alpha_{2}}$, implying also $\overline{\alpha_{1}}=\overline{-\left(\alpha_{1}+\alpha_{2}\right)}$. Similarly, $\overline{-\alpha_{1}}=\overline{-\alpha_{2}}=$ $\overline{\alpha_{1}+\alpha_{2}}$ thus giving 2 eigenspaces of dimension 3 .
$B_{\mathbf{n}}(\mathbf{n} \geq \mathbf{2})$. The root datum of type $\mathrm{B}_{n}$ has Cartan matrix

$$
C=\left(\begin{array}{ccccc}
2 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ldots & 0 \\
\vdots & & & & \vdots \\
0 & \ldots & -1 & 2 & -2 \\
0 & \ldots & 0 & -1 & 2
\end{array}\right),
$$

and the roots are
(a) $\pm\left(\alpha_{j}+\cdots+\alpha_{l}\right), \quad j \in\{1, \ldots, n\}, l \in\{j, \ldots, n\}$,
(b) $\pm\left(\alpha_{j}+\cdots+\alpha_{l-1}+2 \alpha_{l}+\cdots+2 \alpha_{n}\right), \quad j \in\{1, \ldots, n-1\}, l \in\{j+1, \ldots, n\}$,
giving a total of $2 \cdot \frac{1}{2} n(n+1)+2 \cdot \frac{1}{2} n(n-1)=2 n^{2}$ roots.
In the adjoint case, for the long roots, suppose $\overline{\alpha_{1}}=\bar{\beta}$, so $c_{1} \equiv 1$ and $c_{2} \equiv \cdots \equiv$ $c_{n} \equiv 0$. If $c_{1}=1$, then either $c_{2}=0$, which gives $\beta=\alpha_{1}$, or $c_{2} \neq 0$, which implies $p=2$ and $\beta=\alpha_{1}+2 \alpha_{2}+\cdots 2 \alpha_{n}$. If $c_{1}=-1$, then $p=2$, and either $c_{2}=0$, which gives $\beta=-\alpha_{1}$, or $c_{2} \neq 0$, which implies $\beta=-\alpha_{1}-2 \alpha_{2}-\cdots-2 \alpha_{n}$. This shows that the long roots are all in 4 -dimensional eigenspaces.

In the adjoint case, for the short roots, suppose $\overline{\alpha_{n}}=\bar{\beta}$, so $c_{n} \equiv 1$ and $c_{1} \equiv$ $\cdots \equiv c_{n-1} \equiv 0$. This yields three possibilities for $c_{n}$ : If $c_{n}=-2$, then $p=3$, implying $c_{n-1}$ is either 0 or -3 , neither of which give rise to roots. If $c_{n}=-1$, then $p=2$. Either $c_{n-1}=0$ (yielding $\beta=-\alpha_{n}$ ), or $c_{n-1}=-2$ (not giving any roots). If $c_{n}=1$ we must have $c_{n-1}=\cdots=c_{1}=0$, giving $\beta=\alpha_{n}$. This shows that the short roots are all in 2-dimensional eigenspaces.

In the simply connected case we have $A=C$. We consider the cases $n=2,3,4$ separately below.

For the long roots, suppose $n \geq 5$ and $\alpha_{1}=\beta$, so $2 c_{1}-c_{2} \equiv 2,-c_{1}+2 c_{2}-c_{3} \equiv-1$, $-c_{j-2}+2 c_{j-1}-c_{j} \equiv 0(j=4, \ldots, n)$, and $-2 c_{n-1}+2 c_{n} \equiv 0$.

If $c_{1}=0$, then $-c_{2} \equiv 2$, so that $p=3$ and $c_{2}=1$, or $p=2$ and $c_{2}=0$. In the first case, we find $2-c_{3} \equiv-1$, which means $c_{3}=0$. But then $c_{4}=0$ by the fact that we are working in a root system, contradicting $0=-c_{2}+2 c_{3}-c_{4}$. In the second case, the subsequent equations give $c_{3}=c_{4}=\cdots=c_{n}=0$, which does not give a root.

If $c_{1}=1$, then $c_{2} \equiv 0$. If $c_{2}=0$, we find $\beta=-\alpha_{1}$. If $c_{2} \neq 0$ then $p=2$ and $c_{2}=2$, which gives $\beta=\alpha_{1}+2 \alpha_{2}+\cdots+2 \alpha_{n}$. If $c_{1}=-1$, then $4 \equiv-c_{2}$ so $p=2$ and $c_{2} \equiv 0$. If $c_{2}=0$, we find $\beta=-\alpha_{1}$, if $c_{2}=-2$ then we find $\beta=-\alpha_{1}-2 \alpha_{2}-\cdots-2 \alpha_{n}$. This shows that, for $n \geq 5$, the long roots are all in 4 -dimensional eigenspaces.

For the short roots, suppose $n \geq 5$ and $\overline{\alpha_{n}}=\bar{\beta}$, yielding $2 c_{1}-c_{2} \equiv 0,-c_{j_{2}}+$ $2 c_{j-1}-c_{j} \equiv 0(j=4, \ldots, n-1),-c_{n-2}+2 c_{n-1}-c_{n} \equiv-1$, and $-c_{n-2}+2 c_{n} \equiv 2$. First, suppose $p=2$ and $c_{n} \equiv 0$. Then $c_{n-1} \equiv 0$, so that $c_{n-2} \equiv 1$ by $1 \equiv$ $-c_{n-2}+2 c_{n-1}-c_{n}, c_{n-3} \equiv 0$ by $0 \equiv-c_{n-3}+2 c_{n-2}-c_{n-1}$, and $c_{n-4} \equiv 1$ by $0=-c_{n-4}+2 c_{n-3}+c_{n-2}$. But this is never a root.

If $c_{n}=-2$ and $p \neq 2$, we have $c_{n-1} \equiv-6$, while $c_{n-1} \in\{-1,-2\}$. Since $p \neq 2$ we must have $c_{n-1}=-1$ and $p=5$, giving $c_{n-2}=1$, which cannot be. If $c_{n}=-1$ then $c_{n-1} \equiv-4$, so $p=2$. Since $c_{n-2}=-2$ never yields a root, we must have $c_{n-2}=0$, giving $\beta=-\alpha_{n}$. If $c_{n}=0$ and $p \neq 2$ then $-c_{n-1}=2$, so $c_{n-1}=1$ and $p=3$. This implies $c_{n-2} \equiv 0$, implying $c_{n-2}=c_{n-3}=0$, which contradicts $-c_{n-3}+2 c_{n-2}-c_{n-1} \equiv 0$. If $c_{n}=1$ then $c_{n-1} \equiv 0$, so $c_{n-1}=\cdots=c_{1}=0$, only
giving $\beta=\alpha_{n}$. If $c_{n}=2$ and $p \neq 2$ we find $c_{n-1} \equiv 2$, so that $c_{n-1}=2$. This implies $c_{n-2} \equiv 3$, which means $p=3$ and $c_{n-2}=0$ since $p \neq 2$. But this never gives a root. This accounts for $n$ eigenspaces of dimension 2 containing the long roots, provided $n \geq 5$.

If $n=2$

$$
C=\left(\begin{array}{cc}
2 & -2 \\
-1 & 2
\end{array}\right)
$$

Now suppose $\overline{\alpha_{1}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv 2$ and $-2 c_{1}+2 c_{2} \equiv-2$. Adding the two equations yields $c_{2} \equiv 0$. Since $c_{2} \in\{-2,-1,0,1,2\}$ we must have either $c_{2}=0$ (hence $\beta=\alpha_{1}$ or $p=2$ and $\beta=-\alpha_{1}$ ), or $c_{2}= \pm 2$, hence $p=2$ and $c_{1}= \pm 1$, giving $\beta= \pm \alpha_{1}$ or $\beta= \pm\left(\alpha_{1}+2 \alpha_{2}\right)$.

Next, suppose $\overline{\alpha_{2}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv-1$ and $-2 c_{1}+2 c_{2} \equiv 2$. This implies $c_{2} \equiv 1$, so either $c_{2}=-2$ and $p=3$ (which means $c_{1}=-1$, contradicting the first equation), or $p=2$ (which gives $\beta= \pm \alpha_{2}$ or $\beta= \pm\left(\alpha_{1}+\alpha_{2}\right)$.

This shows that simply connected $B_{2}$ has 2 eigenspaces of dimension 4 if $p=2$, and no multidimensional eigenspaces in other characteristics.

If $n=3$

$$
C=\left(\begin{array}{ccc}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -1 & 2
\end{array}\right)
$$

If $p=2$, we have $\overline{\alpha_{1}}=\overline{\alpha_{3}}=\overline{\alpha_{1}+2 \alpha_{2}+2 \alpha_{3}}$, and also $\overline{\alpha_{2}}=\overline{\alpha_{1}+\alpha_{2}+\alpha_{3}}=$ $\overline{\alpha_{2}+2 \alpha_{3}}$ and $\overline{\alpha_{1}+\alpha_{2}}=\overline{\alpha_{2}+\alpha_{3}}=\overline{\alpha_{1}+\alpha_{2}+2 \alpha_{3}}$. This gives the 3 eigenspaces of dimension 6 as in Table 3.

So suppose $p \neq 2$ and $\overline{\alpha_{1}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv 2,-c_{1}+2 c_{2}-c_{3} \equiv-1$, and $-2 c_{2}+2 c_{3} \equiv 0$. If $c_{1}=1$, we have $c_{2} \equiv 0$, implying $c_{2}=0$ since $p \neq 2$, which only gives $\beta=\alpha_{1}$. If $c_{1}=0$, we find $c_{2} \equiv-2$, implying $c_{2}=1$ and $p=3$. But then $c_{3} \equiv 0$ by the second equation, contradicting the third. If $c_{1}=-1$, we find $4 \equiv-c_{2}$. Since $p \neq 2$ we must have $c_{2}=-1$ and $p=3$, giving again $c_{3} \equiv 0$ by the second equation, a contradictin with the third.

Next, suppose $p \neq 2$ and $\overline{\alpha_{3}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv 0,-c_{1}+2 c_{2}-c_{3} \equiv-1$, and $-2 c_{2}+2 c_{3} \equiv 2$. If $c_{3}=-2$, we have $c_{2} \equiv-3$, implying $p=3$ and $c_{2}=0$, but that can never be a root. If $c_{3}=-1$, we have $c_{2} \equiv-2$ and $c_{1} \equiv-2$, implying $p=3$ and $c_{1}=1$, but that is never a root. If $c_{3}=0$, we find $c_{2} \equiv-1$ and $c_{1} \equiv-1$, a contradiction with the first equation. If $c_{3}=1$, we find $c_{2} \equiv 0$ and $c_{1} \equiv 1$, but that can never be a root. If $c_{3}=2$, we find $c_{2} \equiv 1$ and $c_{1} \equiv 1$, but that is a contradiction with the first equation.

This shows that simply connected $B_{3}$ has 3 eigenspaces of dimension 6 if $p=2$, and no multidimensional eigenspaces in other characteristics.

$$
\begin{aligned}
& \text { If } n=4 \\
& \qquad C=\left(\begin{array}{cccc}
2 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -2 \\
0 & 0 & -1 & 2
\end{array}\right)
\end{aligned}
$$

If $p=2$ we see $\overline{\alpha_{1}}=\overline{\alpha_{3}}$. This gives us $\overline{\alpha_{1}}=\overline{\alpha_{3}}=\overline{\alpha_{3}+2 \alpha_{4}}=\overline{\alpha_{1}+2 \alpha_{2}+2 \alpha_{3}+2 \alpha_{4}}$, as well as $\overline{\alpha_{2}}=\overline{\alpha_{1}+\alpha_{2}+\alpha_{3}}=\overline{\alpha_{1}+\alpha_{2}+\alpha_{3}+2 \alpha_{4}}=\overline{\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}}$ and $\overline{\alpha_{1}+\alpha_{2}}=$ $\overline{\alpha_{2}+\alpha_{3}}=\overline{\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}}=\overline{\alpha_{1}+\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}}$. The remaining $32-24=8$
roots $\left( \pm\left(\alpha_{j}+\cdots+\alpha_{n}\right), j=1, \ldots, 4\right)$ are in 2-dimensional spaces, giving $2^{4}, 8^{3}$ as in Table 3.

So suppose $p \neq 2$ and $\overline{\alpha_{1}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv 2,-c_{1}+2 c_{2}-c_{3} \equiv-1$, $-c_{2}+2 c_{3}-c_{4} \equiv 0$, and $-2 c_{3}+2 c_{4} \equiv 0$. If $c_{1}=-1$, we have $c_{2} \equiv-4$, implying $p=3$ and $c_{2}=-1$, and no solution for $c_{3}$ and $c_{4}$ exists. If $c_{1}=0$, we have $c_{2} \equiv-2$. Then either $c_{2}=-2$, giving $c_{3} \equiv-3$ which cannot be since $p \neq 2$, or $c_{2}=1$ and $p=3$, which gives no solutions for $c_{3}$ and $c_{4}$. If $c_{1}=1$, we have $c_{2} \equiv 0$, so $c_{2}=c_{3}=c_{4}=0$, giving only $\beta=\alpha_{1}$.

Next, suppose $p \neq 2$ and $\overline{\alpha_{4}}=\bar{\beta}$, hence $2 c_{1}-c_{2} \equiv 0,-c_{1}+2 c_{2}-c_{3} \equiv 0$, $-c_{2}+2 c_{3}-c_{4} \equiv-1$, and $-2 c_{3}+2 c_{4} \equiv 2$. If $c_{4}=-2$, we find $c_{3} \equiv-3$, hence $p=3$ and $c_{3}=0$, but that can never be a root. If $c_{4}=-1$, we get $c_{3} \equiv-2$, which never gives a root. If $c_{4}=0$, we get $c_{3} \equiv-1, c_{2} \equiv-1$, but $c_{1} \equiv 1$, which can never give a root. If $c_{4}=1$, we get $c_{3} \equiv 0$, so $c_{3}=c_{2}=c_{1}=0$, but this only gives $\beta=\alpha_{4}$. If $c_{4}=2$, we get $c-3 \equiv 1, c_{2} \equiv 1$ and $2 c_{1} \equiv 1$. This implies $p=3$ and $c_{1}=-1$, but that is never a root.
$\mathrm{G}_{\mathbf{2}}$. The root datum of type $\mathrm{G}_{2}$ has Cartan matrix

$$
C=\left(\begin{array}{cc}
2 & -1 \\
-3 & 2
\end{array}\right)
$$

and the roots are

$$
\pm \alpha_{1}, \pm \alpha_{2}, \pm\left(\alpha_{1}+\alpha_{2}\right), \pm\left(2 \alpha_{1}+\alpha_{2}\right), \pm\left(3 \alpha_{1}+\alpha_{2}\right), \pm\left(3 \alpha_{1}+2 \alpha_{2}\right)
$$

giving a total of 12 roots. As in the previous case, we take $A=I$, since also for $\mathrm{G}_{2}$ the adjoint and simply connected case are identical. We first consider the cases $p=$ 2 and $p=3$, and then show that these are the only cases where multidimensional eigenspaces occur.

If $p=3$ we see $\overline{3 \alpha_{1}+\alpha_{2}}=\overline{\alpha_{2}}=\overline{-\left(3 \alpha_{1}+2 \alpha_{2}\right)}$ and $\overline{-\left(3 \alpha_{1}+\alpha_{2}\right)}=\overline{-\alpha_{2}}=$ $\overline{3 \alpha_{1}+2 \alpha_{2}}$, and the remaining 6 roots all have distinct eigenspaces.

If $p=2$ we find $\overline{\alpha_{1}+\alpha_{2}}=\overline{3 \alpha_{1}+\alpha_{2}}, \overline{\alpha_{1}}=\overline{3 \alpha_{1}+2 \alpha_{2}}$ and $\overline{\alpha_{2}}=\overline{2 \alpha_{1}+\alpha_{2}}$, giving 3 eigenspaces of dimension 4.

Now suppose $\overline{\alpha_{1}}=\bar{\beta}$, so $c_{1} \equiv 1$ and $c_{2} \equiv 0$. Observe that $c_{1} \notin\{0,2\}$. If $c_{1} \in\{-3,-1,3\}$, we must have $p=2$. If $c_{1}=-2$, we must have $p=3$. Finally, if $c_{1}=1$, we either have $c_{2}=0$ (giving only $\beta=\alpha_{1}$ ) or $c_{2}=2$, whence $p=2$.

Finally, suppose $\overline{\alpha_{2}}=\bar{\beta}$, so $c_{1} \equiv 0$ and $c_{2} \equiv 1$. Observe that $c_{2} \notin\{0,2\}$. If $c_{2}=-2$ we must have $p=3$, if $c_{2}=-1$ we must have $p=2$, and if $c_{2}=1$ then either $c_{1}=0$ (giving only $\beta=\alpha_{1}$ ) or $c_{2}=2$ or $c_{2}=3$, giving $p=2$ or $p=3$, respectively).

## 5. Conclusion and Future Research

In this paper we have given an overview of some of the problems we may encounter when computing Chevalley bases of Lie algebras over fields of small characteristic. The roots of multiplicity greater than 1 , that have been discussed in detail, form the major challange at this point. We have developed algorithms to solve these problems, and we are able to successfully resolve almost all of the cases. Some of these algorithms only require linear algebra, a few use small Gröbner basis computations, and yet others use the MeatAxe to find an ideal of the Lie algebra at hand. Developing new algorithms and optimizating the existing ones is subject to ongoing research.

Solving the other problems mentioned, for example identification of the roots of the underlying root system in the Lie algebra, is also part of ongoing research. We use specific algorithms that depend on the type of the root datum, thus exploiting known structural properties to circumvent the difficulties posed by the small characteristic of the field.
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